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Accelerate your journey to Kubernetes
with the Konveyor Community

A community of people passionate about 
helping others modernize and migrate 
their applications to the hybrid cloud by
building tools and best practices on 
how to replatform and refactor 
applications to run on Kubernetes and 
cloud-native technologies

www.konveyor.io
A CNCF sandbox project



Konveyor Community Projects

Pelorus

DiVA

Data Gravity 
Insights

Test Generator

Assess your application Measure software delivery 
performance

Move2Kube

Hub

Containerization 
Advisor

Pathfinder Windup

Inventory and Planning

Replatform to K8s Automate Test Generation Assess your Tech stack Data-intensive Validity 
Analyzer

Identify Transactional 
Boundaries

Assess your source code



Replatforming to Kubernetes
with
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Move2Kube

A CNCF Sandbox project



Konveyor Move2Kube
Discover Transform Parameterize & 

Customize

Move2Kube allows you to create all your Infrastructure as Code artifacts as per your organizational requirements. 
It allows integrated discovery, containerization, transformation, parameterization and customization.

…
Language stacks

Any specific Kubernetes 
flavor/version

Dockerfile

Containerize

https://move2kube.konveyor.io/

Kustomize Templates

Custom 
Application

Custom Artifacts

https://move2kube.konveyor.io/


Apps

Konveyor Move2Kube Factory Approach

Discovery Pick Representative 
apps

M2K aided transformation and 
customization

Automated translation of 
all apps



Usage modes

Releases

bash <(curl https://raw.githubusercontent.com/konveyor/move2kube/main/scripts/install.sh)

https://github.com/konveyor/move2kube

Command line tool Web Interface

Operator

brew tap konveyor/move2kube 
brew install move2kube



Target-artifacts
$ move2kube transform –s src/

One step usage

Deploy

Next Steps…



Target-artifactsOptional: 
$ move2kube collect

Step 1: 
$ move2kube plan –s src/

Step 2: 
$ move2kube transform

Collect crawls metadata about the source and 
target runtime environments such as:
• Supported object kinds in cluster
• Apps running in cloud foundry instance 
• Meta-information from local docker 

images.
Inputs: The terminal context should have cf
and kubectl logged in.
Outputs: Data from runtime instances as files.

Plan generates a plan file containing a 
transformation proposal (including 
containerization options)  for all services 
discovered from various sources.
Inputs: src – Directory containing source code 
and collected artifact files.
Outputs: Plan file

Transform transforms the input source artifacts.
as per the generated plan, into target artifacts 
containing:
Inputs: Plan file and src.
Outputs:
• Scripts for containerization.
• Helm chart, Kustomize, Openshift

templates, docker-compose.

Move2Kube

Involved Usage

Scrape from source and target 
runtime environments

Analyze code & collected artifacts and 
correlate Optimize and Translate

Deploy

Next Steps…



Design: Move2Kube Transformer Framework

Nodejs

Java

..

Source

Dockerfile
Parser

..

K8s yaml
generator

..

Helm chart 
generator

..

Destination 
Artifacts



Customizing Transformers

https://github.com/konveyor/move2kube-transformers

Customizing in-built 
transformers

Each transformer exposes configurations which can 
be used to customize the transformer

Custom transformers in 
starlark

A completely functional transformer can be written 
in starlark (python like)

Custom transformers as 
container

A completely functional transformer can be written 
in any language, and can be packaged as a 

container



Sample Usecases

…
Language stacks

https://move2kube.konveyor.io/tutorials

…
Language stacks

Custom Artifacts

https://move2kube.konveyor.io/tutorials


Summary of results for case-studies


